
Ulf Leser  
Humboldt-Universität zu Berlin 

Sarah Cohen-Boulakia  
Université Paris Sud – Orsay 

AMIB group INRIA Saclay 

Next Generation  
Data Integration 

for the Life Sciences 
 

(short version of the 3h tutorial ICDE 2011) 



Sarah Cohen-Boulakia: Next Generation Data Integration (with U.Leser)  Thematic school BDA             2 

Data Integration for the Life Sciences in 1993 

• Robbins, R. J. (1994). "Report of the invitational DOE Workshop on 
Genome Informatics I: Community Databases." [Rob94a] 

– DOE funded large parts of the HGP starting end of the 80ties 

• “Continued HGP progress will depend in part upon the ability of 
genome databases to answer increasingly complex queries that span 
multiple community databases. Some examples of such queries are 
given in this appendix.” 

• “Note, however, until a fully atomized sequence database is available 
(i.e., no data stored in ASCII text fields), none of the queries in this 
appendix can be answered. The current emphasis of GenBank 
seems to be providing human-readable annotation for sequence 
information. Restricting such information to human-readable form is 
totally inadequate for users who require a different point of view, 
namely one in which the sequence is an annotation for a computer-
searchable set of feature information.” 
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Twelve Queries Unanswerable in 1993 

• 1. Return all sequences which map 'close' to marker M on chrom. 19, are put. 
members of the olfactory receptor family, and have been mapped on a contig 

– Multidatabase: Chromosome maps from GDB, sequence-contig in GenBank, 
annotation from elsewhere 
 

• 2. Return the map location, where known, of all alu elements having homology 
greater than "h" with the alu sequence "S". 

– Only needs GenBank and a similarity search 
 

• 3. Return all h. gene sequences for which a putative functional homologue has 
been identified in a non-vertebrate organism 

– Human: GenBank, non-vertebrates: species databases; how to describe function? 
 

• 4. Return the number and a list of the distinct human genes that have been 
sequenced 

– What is a gene? Semantic heterogeneity and scientific uncertainty  
 

• 5. Return all publications from the last two years about my favorite gene “…” 

– Synonyms & homonyms; naming conventions, disambiguation 

 



Sarah Cohen-Boulakia: Next Generation Data Integration (with U.Leser)  Thematic school BDA             4 

Take Home Message 

• The classical problems are all there already 

 

• Distributed information 

– Plenty of distributed DB 

• Semantic heterogeneity 

• Scientific uncertainty and evolving concepts 

– some scientific discoveries break databases: Gene  Protein 

• Naming conventions on the object level 

– Impossible to a priori know that two sequences belong to the same gene! 

• Naming conventions on the concept level 

– Definition of gene (ORF, coding sequence,…) 

• Inclusion of non-standard processing 

– Sequence similarity, homology (evolution), … 
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Data Integration in 2012 

• Query: Which are the genes 
that play a central role in 
the response of a host to a 
pathogen? 

– Bacteria / viruses must 
attach to cells to have an 
influence 

– Attachment is a physical 
binding of proteins (PPI) 

– This binding provokes a 
reaction in the cell, 
transmitted by more PPI 
(e.g. transient signaling) 

Known PPI between 
host and pathogen 

Hosts genes 
differentially 

expressed during 
infection 

Intersect 

Expand graph with 
neighboring PPIs 

Filter for overrepresented 
subnetworks 

GSEA to find 
relevant processes 

Study co-regulation by 
shared TFBS 
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Data Integration? 
Data Sources 

Known PPI between 
host and pathogen 

Hosts genes 
differentially 

expressed during 
infection 

Intersect 

Expand graph with 
neighboring PPIs 

Filter for overrepresented 
subnetworks 

GSEA to find 
relevant processes 

Study co-regulation by 
shared TFBS 

Microarray 
Databases 
(GEO, AE) 

PPI 
Databases 
(IntAct, 

MINT, …) 

Gene Ontology 
+ GOA 

TFBS databases 
(TracsFac, Jaspar) 



Sarah Cohen-Boulakia: Next Generation Data Integration (with U.Leser)  Thematic school BDA             7 

Data Integration? 
Integration Processes 

Known PPI between 
host and pathogen 

Hosts genes 
differentially 

expressed during 
infection 

Intersect 

Expand graph with 
neighboring PPIs 

Filter for overrepresented 
subnetworks 

GSEA to find 
relevant processes 

Study co-regulation by 
shared TFBS 

Microarray 
Databases 
(GEO, AE) 

PPI 
Databases 
(IntAct, 

MINT, …) 

Gene Ontology 
+ GOA 

TFBS databases 
(TracsFac, Jaspar) 

ID Mapping  

ID Mapping  

ID Mapping  

Quality filtering 

Unstructured 
annotations 

Uncertainty Uncertainty 

Uncertainty 
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Biological Databases (1/2): contain expertise 

• Primary – secondary 

– Taking experimental data (sequences) are conclusions drawn from 
experiments (genes) 

– Relatively few primary (20), many secondary (100reds): >1 000 total ! 

 

• Curated or not 

– Most secondary databases are created manually 

– Many of them by reading and summarizing , copy-pasting / modifying 
(curation) 

– Issues: Consistency, completeness, quality assurance, objectivity, … 

– data = data + origin (otherwise impossible to interpret it) 

 

• Some primary databases are international de-facto standard 

– Sequences: Genbank, proteins: UniProt, structures: PDB, … 

 

 



Sarah Cohen-Boulakia: Next Generation Data Integration (with U.Leser)  Thematic school BDA             9 

Biological data (2/2): Links, links, links… 

• BDB maintain links to many other BDBs 

– Instance level - external IDS, web browsing support 

– d1  d2: “authors of d1 think that d2 is related to d1” 

• No central authority for ID or links 

• No consistency  
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A Biological Database 

ID   HSIGHAF    standard; RNA; HUM; 1089 BP. 

XX 

AC   J00231; 

XX 

NI   g185041 

XX 

DT   17-DEC-1994 (Rel. 42, Last updated, Version 6) 

XX 

DE   Human Ig gamma3 heavy chain disease OMM protein mRNA. 

XX 

KW   C-region; gamma heavy chain disease protein; 

XX 

OC   Eukaryota; Metazoa; Chordata; Vertebrata; Mammalia; Eutheria; Primates; 

XX 

RN   [1] 

RP   1-1089 

RX   MEDLINE; 82247835. 

... 

DR   GDB; 119339; IGHG3. 

DR   GDB; G00-119-339. 

... 

CC   The protein isolated from patient OMM is a gamma heavy chain 

FH 

FT   CDS             23. .964 

FT                   /codon_start=1 

FT                   567112" 

XX 

SQ   Sequence 1089 BP; 240 A; 358 C; 271 G; 176 T; 44 other; 

     CCTGGACCTC CTGTGCAAGA ACATGAAACA NCTGTGGTTC TTCCTTCTCC TGGTGGCAGC        60 

     TCCCAGATGG GTCCTGTCCC AGGTGCACCT GCAGGAGTCG GGCCCAGGAC TGGGGAAGCC       120 

     ... 

 

 

Global identifier 

Description 
(expertise++) 
 confidence 

Taxonomy 

References  

Cross-Links 

Raw data 

Copies from 
other DBs 
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Take Home Message 

 

 

• The complexity of the questions to be answered has increased a lot 

 

• The diversity of the sources (and data) has increased a lot 

 

• The number of sources to be used has increased a lot 
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Emergence of New Trends 

• The complexity of the questions to be answered has increased a lot 

 Integration requires analysis and analysis requires integration 

 Scientific workflows 

 

• The diversity of the sources has increased a lot 

 Inclusion of quality as a first-class citizen 

 Ranking of integrated search results 

 

 

• The number of sources to be used has increased a lot 

 Scalability of integration in number of sources 

 One major goal of the Semantic Web 
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This Tutorial 

 

• Part I – Integrating Life Sciences data 

 

• Part II – Past and Presence 

 

• Part III – Current Trends  

 

• Part IV – Conclusions 
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Approaches in the 2000’s 

SRS Kleisli Discoverylink Tambis 

Global 
schema 

No No Views Yes, Description 
Logics & 
ontology 

Distributed 
data 

No  
(later added) 

Yes Not in focus Yes  
(Kleisli) 

Virtual Yes Yes Yes Yes 

Global data 
model 

(XML like) Nested 
collections 

Relational Description 
Logics 

Data 
handling 

No No No No 

Process 
integration 

Limited No No No 

Impact in the Life Sciences 

  Except SRS / Entrez, systems were ignored in the LS community 

 None of the DB-drive systems still in use today! 
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Possible Explanations… 

• Focused on schemas, while biologists focus on data 

– Content is king 

• Virtual integration prevents changing the data 

– Statistical integration often needs to manipulate/mine  data 

• Transparency hides provenance as indicator for quality 

• Approaches to data integration all were domain independent  

– Genes cannot be compared with the same methods as person names – 
different error models, different primary data, different additional data, 
different types of “equality” 

• DR projects target discrete integration, while Life Scientists think in 
statistical integration 

– Schema, queries, mappings, … 

– Sequence alignment, normal distribution, error models, … 



Sarah Cohen-Boulakia: Next Generation Data Integration (with U.Leser)  Thematic school BDA             16 

The Presence (from LS perspective) 

• XML + (Perl | Java | Python) +  (MySQL | Oracle | PostGreSql) 

• Big role of open source libraries (BioSQL) + Ontologies 

 

 Probably >95% of integration projects use materialization 

 

• Successful systems implemented by domain scientists, little 
participation of DR 

• Very little semantic integration, very little query optimization, very little 
data fusion, very little schema matching / schema integration 

• Full provenance information 
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This Tutorial 

• Part I – Integrating Life Science data 

 

• Part II – Past and Presence 

 

• Part III – Next Generation Data Integration 

– Data integration workflows 

– Semantic Web 

– Ranking in integrated datasets 

 

• Part IV – Conclusions 
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Lesson‘s Learned – 4 Criteria 

Effort 
Integrating dozens of data sources still requires 
considerable effort 

Provenance Provenance beats transparency 

Analysis 
99% of users are not happy with queries (but 
integrated data sets are a pre-requisite for integrated 
analysis) 

Quality 
Often, the problem is „finding the right answer“, not 
„finding any answer“ 
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Three Trends 

DI 
workflows 

• Integration means analysis, and 
analysis means integration 

• No schemas, no explicit semantics 

• Scientific workflow systems 

Effort:         
Analysis:      

Provenance:  
Quality:       

~ 
++ 
++ 
+ 

Ranking 

• Report results in a biologically 
meaningful order 

• Stays with queries, adds ranking 

• Requires a DI system in place 

Effort:          
Analysis:      

Provenance:   
Quality:        

~ 
- 

++ 
++ 

Semantic 
Web 

• Reduce upfront cost of DI 

• No schemas, explicit semantics 

• Semantic Web tech. (RDF, SPARQL) 

Effort:          
Analysis:      

Provenance:   
Quality:        

++ 
- 
+ 
- 
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This Tutorial 

• Part I – Data Integration for the Life Sciences 

 

• Part II – Past and Presence 

 

• Part III – Current Trends  

– Data integration workflows 

– Semantic Web 

– Ranking in integrated datasets 

 

• Part IV – Conclusions 
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Data Integration Workflows 

• No separation between integration and analysis 

• Complex pipelines broken into  

– tasks (accessing DB, using bioinformatics tool) 

– output to input ports connections 

• Data flow driven 

• Scientific Workflow Management System perform 

– scheduling and parallelization, logging, debugging, 
provenance (reproducibility), integration of web 
services, recovery… 

• Plenty of systems available: Taverna, Kepler,    
Galaxy, Triana, Wings, … 

• Independent of materialization/virtualization –  

 pick what is best  

• Tasks can be executed locally or distributed       
(web services) 
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The Trend 

DWH 
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But … 

 

• What do we save compared to Perl? 

– Workflows are not easier to  
read than Perl programs (plumbing 
workflows) 

 

• Obviously, Perl doesn’t do 

– Automatic logging of all steps 

• Reproducibility, credibility 

– Automatic scheduling on available hardware 

– Automatic restart in case of failure 

– Tasks grouping opportunities                
(sub-workflows) 

 Sharing opportunities 
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• > 1,900 workflows available for immediate download 

• Cross-system: Taverna, Triana, Kepler 

• Social functionality: Tagging, rating, usage statistics 

• But reuse could be improved [SCB+12] 
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Opportunities (and Untackeled Problems) 

 

1. Support for workflow sharing 

2. Support for execution scheduling (parallelism) 

3. Support for typical integration tasks 

– Reducing amount of repeated work 

 

 

• Towards ultimate scientific justification of results 

– Upload your analysis runs 
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1. Finding the Right Workflow 

• Current repositories can be searched only with IR-style queries on 
workflow metadata / documentation 

• Open question: Query languages for workflow repositories 

– Given a high-level description of a (integration) task – a sketch 

– Given a input and/or and output format/type 

– Given a workflow – find similar workflows 

– Find workflows (global similarity) or sub-workflows (local similarity) 

– Search across workflow models (Taverna and Kepler) 

• Core of the problem: Workflow similarity 

– Metadata similarity (information retrieval) 

– Topological similarity (graph matching) 

– Semantic similarity (using (formal) task and type descriptions) 

• Becomes a practical topic only now: Large repositories are available 
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Related Work 

• Using only topological properties [GLG06] 

– Ignoring WF metadata and task descriptions 

• Topological similarity in series-parallel graphs [ZCBD+09] 

– Captures a large class of workflow graphs 

– Can be solved in polynomial time 

• Query languages from the business workflow community 

– BPQL, BPMN-Q [AS10], BP-QL [BEKM08], … 

– Do not include notion of similarity not local (sub-workflow) matches 

– Bound to workflow specification languages (BPEL) 

• Query languages for repositories of workflow runs [KSB10, MPB10] 

– Querying the log of a workflow execution to find, e.g., the lineage of a 
specific result /trace 

• Queries for filtering workflow runs [BCB+08] 

– Definition of views to filter relevant from irrelevant 
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2. Enhance parallel executions 

• Scientific workflows form huge graphs that need to be executed 

• Multi-core, clusters, grids and clouds should be much more exploited 

 

• Top-down approach (improving existing workflows) 

– Decompose existing workflows into little tasks that can be parallelized  

– … While providing ways to hide the complexity! (groups of tasks) 

 

• Bottom-up approach (better design from scratch) 

– help scientists design workflows easier to parallelize 

– Provide tasks implemented to be parallelized and then group them 
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Related Work 

• Around Cloud computing 

– Map/Reduce, PACT, and second order functions  

– Stratosphere project [cf Volker Markl tutorial] 

• Skeleton programming, Workflow patterns 

– Bioinformatics [AIG12] 

– Business [AHK+03] 

• Libraries of bioinformatics tasks implemented for parallelism 

– Developed in the context of grids 

– Dedicated to domains: sequence comparison, PPI, … 

 

• Graphs structures e.g. series-parallel graphs [ZCBD+09] 

– Towards workflows rewriting from DAGs to SP-graphs  
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3. Supporting DI Tasks 

• Integration tasks are typically data-intensive and time-consuming 

• Especially during WF development, such tasks need to be executed 
again and again 

• Storing and reusing intermediate results can be of high benefit 

– Transparent materialization and reuse (caching) 

• Open problem: Savepoints in SWFS 

– How to define (language, graphical)? 

– Who places them into a WF (manual or automatic)? 

– Mapping of results to workflow steps? 

– Efficiently storing and reusing the data 

 

• Note: Results depend on concrete data (executions), workflows do not 

• Note: Storing inputs together with results also enhances reproducibility 
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Related Work on “Smart Recomputation” 

 

 

• Caching in general 

• Strong Links [KSB+10] 

– Mapping of files using signature of “upstream” workflow 

– Support for post-WF analysis (which runs have used this file?) 

• Smart re-computation [LAF+06] 

– Moves responsibility to the file system 

– Requires tight integration with SWFS 

 

• Nice summary in “Managing Scientific Data”, CACM 2010, [AKD10]  
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Three Trends 

DI 
workflows 

• Integration means analysis, and 
analysis means integration 

• No schemas, no explicit semantics 

• Scientific workflow systems 

Effort:         
Analysis:      

Provenance:  
Quality:       

~ 
++ 
++ 
+ 

Ranking 

• Report results in a biologically 
meaningful order 

• Stays with queries, adds ranking 

• Requires a DI system in place 

Effort:          
Analysis:      

Provenance:   
Quality:        

~ 
- 

++ 
++ 

Semantic 
Web 

• Reduce upfront cost of DI 

• No schemas, explicit semantics 

• Semantic Web tech. (RDF, SPARQL) 

Effort:          
Analysis:      

Provenance:   
Quality:        

++ 
- 
+ 
- 
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Recall: Links 

Report all GO annotation for a given protein 
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Ranking of Search Results 

• Basis 1: Most types of objects are represented in multiple sources  

• Basis 2: Sources link to each other (extensively yet unsystematically) 

• For any query X->*->Y, there usually exist multiple paths  

– Which paths are the best? 

– Which paths produce results with the highest “relevance” to the query? 

• Each path from a query X->*->Y produce an excessive number of results 

– Which results are the best 

– Which results have the highest relevance to the query? 
 

 

• Alternative to data fusion: present best choice 

– In the LS, there are no “true” answers but diverging experiments 
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Relevant for Relevance 

User  
provided 

• Assessment of quality of used data sources 

• Assessment of quality of links  

• Freshness, completeness, trust, … 

Query 
dependent 

• Number of paths 

• Length of paths 

Domain 
specific 

• Similarity of linked sequences 

• Quality of matching leading to a link 

• … 

Graph  
intrinsic 

• Topology of the graph 

Technical 
issues 

• Execution time (joins, distributed query optimization) 

• Budget-based optimization 

• Best-effort optimization 
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Current approaches in Bio data ranking 

 

 

• Systems require an underlying data access (integration) infrastructure 

– Can be central (BioZon, Columba) or distributed (BioGuide) 

• Systems require different degrees of human intervention 

– Fully automatic (BioZon, Columba) to human-driven (BioGuide, BioRank) 

• Ranking considerations may have an influence on query execution 

– Not here, but other projects, e.g. [BLM+04, NLF99] 

• To date, no in-use DI system implements sensible a ranking method 
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Opportunities 

 

 

 

1. Obtaining confidence scores  

2. Consensus rankings 

3. Comparable, objective evaluation strategies 
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1. Obtaining Scores 

 

• We need (confidence, probabilistic) scores for data sources, link 
sources, objects, links 

• Quality of biological databases is a much discussed issue, but difficult 
to map into a single value 

• Link sets are incomplete, inconsistent, outdated 

• Computed scores cannot be used directly 

– Sequence similarity of 40% in proteins -> very likely same function 

– Sequence similarity of 40% in genes -> no statement about function 

• User-defined preferences are hard to specify and to obtain 
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Work in this Direction 

 

• Quality of biological databases [BCF+07, BBF+01, MNF03] 

– Often completeness / currentness 

– Measuring „degree of truth“ is notoriously difficult – different experiments, 
different results 

• Quality criteria / user preferences [NLF99, BFL+04] 

• Learning user preferences from relevance feedback [TJM+08] 

– Based on BioGuide system 

• Robustness of ranking [DGL+09]  

– With respect to small derivations in preference scores 

• Interactive search processes are generally under-researched 



Sarah Cohen-Boulakia: Next Generation Data Integration (with U.Leser)  Thematic school BDA             40 

2. Consensus rankings and frameworks 

• Ranking can be performed using various criteria 

• No one ranking function is the best 

• Consensus ranking aims to make the most of a set of rankings 

– Highlight their common points 

– Minimize their disagreements 

• Computing the median of a set of rankings under the Kendell-tau 
distance is NP-difficult  

– Finding the right distance 

– Considering ties (partial order) 

– Heuristics, approximate algorithms 

 

• Various ranking solutions exist but it is still difficult to compare them 

– Variations of PageRank/objectRank… 
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3. Evaluation 

• Probably the hardest problem 

– See evaluation in information retrieval 

• Problem: To what and how should results be compared? 

• How: Choice of metrics 

– Precision at k, average precision, ROC, … 

• What option 1: Expert opinion 

– Favors the certain, ignores the surprising 

– Subjective (inter-annotator agreement?) 

– Not scalable 

• What option 2: Gold standard data sets 

– No generally accepted gold standards exist - everybody uses its own 

 

• Calls for a competition 
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Related Work 

• Ranking in IR, especially on the web 

– Also combine textual with topological evidence 

– But: Unstructured entities, no entity classes, semantic-free links, different 
query types (no paths) 

• Keyword searches in relational databases 

– Also consider paths through a data graph 

– Also may use class information 

– But: Different query types (subgraphs) 

• Long tradition in AI research 

– Bayesian networks, fuzzy logic, Dempster-Shafer Theory of Believe, … 

• Probabilistic databases 

– Highly similar setting 

– Also research on different semantics of uncertainty and on different 
methods for uncertainty propagation through a query network 
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Three Trends 

DI 
workflows 

• Integration means analysis, and 
analysis means integration 

• No schemas, no explicit semantics 

• Scientific workflow systems 

Effort:         
Analysis:      

Provenance:  
Quality:       

~ 
++ 
++ 
+ 

Ranking 

• Report results in a biologically 
meaningful order 

• Stays with queries, adds ranking 

• Requires a DI system in place 

Effort:          
Analysis:      

Provenance:   
Quality:        

~ 
- 

++ 
++ 

Semantic 
Web 

• Reduce upfront cost of DI 

• No schemas, explicit semantics 

• Semantic Web tech. (RDF, SPARQL) 

Effort:          
Analysis:      

Provenance:   
Quality:        

++ 
- 
+ 
- 
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SemWeb for Data Integration 

• Usual approach 

– RDFify everything: RDF as common 
data model 

– Ontologies cope with semantic 
instance and schema heterogeneity 

– SPARQL is the query language 

RDBMS 
Web  

Service 
Apps 

Web 
Source 

Files 

SPARQL/OWL 

RDF / OWL 
No schemas,  

common ontologies 

•   Examples in LS 

 RDFifying is simple, many bio DBs are available in RDF: BioDash 
 [NQ06], Rio2RDF [BNT+08], Chem2Bio2RDF [CDJ+10]…. 

• Sometimes: Use OWL for 
inferencing 

– Consistency of data sets, 
inference of new triples 

– Almost exclusively used: 
class, subclassOf, sameAs 
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Opportunities 

 

 

1. RDF as data model 

2. Extensions to SPARQL 
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2. RDF as Common Data Model 

• RDF actually was meant to be a model for representing metadata 

– Discrete, certain facts 

– Geared towards logical inference 

– Numerical values not considered as such (no data types) 

• But LS data is dirty 

– Dealing with uncertainty, contradictions, noise, … 

– Need for data fusion and efficient n-ary relationships 

• But LS data can be voluminous 

– Experimental data 

– Need for hybrid approach 

• RDF for representing information (derived facts) 

• Links to original data sets in other format 
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3. Extensions to SPARQL 

 

• Given the level of heterogeneity in merged RDF data sets, a powerful 
query language is a pre-requisite for comprehensive analysis 

• However, SPARQL lacks 

– … grouping and aggregation for in-query de-duplication and data fusion 

– … user-defined predicates for implementing non-standard DI functions 

– … an understanding of class hierarchies to exploit semantic structures 

– … general transitive predicates to cope with heterogeneous schemas  

– … a sensible way to access multiple distributed RDF databases 

– … methods to cope with confidence / probabilities 

• Early work in these directions has started 

• None was applied to LS yet, maturity / scalability unclear 
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Work in these Directions 

 

• Distributed SPARQL optimization   

– DARQ: Query rewriting based on predicate mappings [QL08]  

– Avalanche: SPARQL over Linked Open Data [BA10] 

• Statistical aggregation in SPARQL [KT08] 

– Ad-hoc syntactic extension to SPARQL 

• Using ontology mappings in query processing 

– Query rewriting using graph pattern rewriting [CSM+10] 

– SPARQL query rewriting using (relational) views [CWWM07] 

• Transitive predicates for SPARQL [KAC+02, KJ07] 

• Of course, using OWL for query rewriting 

– Not scalable [ZAV+07] 
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This Tutorial 

• Part I – Data Integration for the Life Sciences  

 

• Part II – Past and Presence  

 

• Part III – Current Trends  

 

• Part IV – Conclusions 
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Wrap-Up: Three Trends 

• Scientists have an increasingly large support in IT (developers, 
computers, clusters…) in their own labs 

 

• Several opportunities of research for database researchers  

 

• DI workflows emphasize data analysis and may support DI by sharing 
 

• Ranking focuses on providing meaningful answers despite questionable 
data quality 

 

• Semantic Web approaches strive for cost reduction for initial DI phases 
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